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# Abstract

This paper gives insight into the usefulness of decision tree based algorithms in the space of investing decision making in real estate. The issues covered include gathering the data, preprocessing, exploratory data analysis, different tree algorithms and their predictive power, as well as comments on the usefulness of the predictions.

# Introduction

Real estate is an often overlooked option for investing due high requirements for entry. However, it is an option that everyone is considering, at least at some point in life. Moving out or sticking with parents? Renting or buying? House or a flat? City or suburbs? What is the right price? Options are vast. Which one is the right one?

Everyone dislikes the feeling of making a bad decision and regret that comes from it. That is only partially why many of those decisions are difficult to make. The other reasons include lack of awareness of one's true preferences and the sheer number of possibilities as a result of the market size.

Since the focus of this paper is on machine learning algorithms and their predictive power in a real estate setting the questions we would like to answer are as follows: Is there a place in real estate pricing for machine learning? Can an ML model help make a decision whether to rent or buy?

What data is available online for the real estate listings in Slovenia through the advertising agencies websites and is it sufficient for the use of ML?

# Gathering the Data

Two main advertising platforms for real estate in Slovenia are [nepremicnine.net](https://www.nepremicnine.net/) and [bolha.com.](https://www.bolha.com/) For the ease of aggregating the information from individual advertisements, the latter has been chosen, with possibility of extending the research onto the former.

Dataset will be generated using web scraping algorithms with the use of Python packages Selenium and Beautiful soup. Given the size of the aforementioned site and its status as one of the two main Slovenian real estate advertising platforms, the goal of the research is to create a ‘useful’ model, which can be used to identify investing opportunities.

# The Goal

The goal of this project is to learn about ML and expand the knowledge of more advanced algorithms and processes. That already sets up the first category of goals, which are related to my personal progress in the field. That includes going more in depth on every stage of the process, mainly in data acquisition, preprocessing, exploratory data analysis (EDA), model optimisation and interpretation.

The second part of the goals relates to the content of the project itself. It consists of designing multiple models and selecting for the best predictor of the price of properties in a regression setting. Based on the price estimates, a tool will be designed that can effectively and reliably provide aid in judgement for whether to rent or buy based on some input parameters and detect whether newly published properties are under or overpriced.

# What Has Been Done

## Web Scraping

In the Github repository from Luka Tašler[[1]](#footnote-0), an implementation of such a method for the purpose of tracking the activity is implemented. It provides the user with information about newly published listings with an automated scanning feature.

I would like to take it a step further and provide insight on whether the new listing is actually a ‘good deal’ or ‘not worth the bill’.

## 

## Real Estate

A renowned ongoing Kaggle competition with the name House Prices - Advanced Regression Techniques[[2]](#footnote-1), intended for advancing ML knowledge and sharing it deals with the problem of predicting real estate prices based on various features (81 to be exact). The dataset consists of roughly 3000 samples split equally between train and test. With more than 30 thousand submissions of various skill levels, different approaches are displayed, plenty of them based on tree models with varying degrees of success.

Predicting Housing Prices: Simple Approach[[3]](#footnote-2) uses multiple decision tree based algorithms, making it a great resource for this project.

However, due to the vastly different dataset, we cannot expect the models to transfer without some additional optimization and oversight.

A paper Identifying Real Estate Opportunities Using Machine Learning[[4]](#footnote-3), written by Alejandro Baldominos et al. details a search for the best performing regression model for predicting real estate prices in the section of Madrid, Spain. It considers 4 categories of models, namely k-nearest neighbors regression, support vector machines, ensembles of decision trees and multi-layered perception. Out of those, the decision tree based model is performing the best, based on several metrics. Authors explain feature selection and transformation using one-hot encoding for non-continuous variables.

The paper is a great example of a project proposal with very in-depth explanations of the procedure. Decision tree based models will be further examined and compared among themselves.

The paper ‘Housing Price Prediction via Improved Machine Learning Techniques’[[5]](#footnote-4) by Quang Truong et al. deals with the Kaggle dataset ‘Housing prices in Beijing’ and explores Random Forest, LightGBM, XGBoost, Hybrid regression and Stacked Generalization. The metric used for evaluation or the models is root mean squared logarithmic error (RMSLE), which offers an advantage over the RMSE as the effect of the difference between predicted and actual price is the same regardless of the price level. Performance of the methods is very closely matched on the test dataset, the best being Stacked Generalization regression with a score of 0.16350 and the worst LightGBM with 0.16944. The paper states that although Random Forest does well on the train set, it is due to overfitting and it does not perform as well on the test.

## Interpretation

Scott Lundberg presents numerous examples of implementation of SHAP package for explanation and understanding of the model on the individual level of a sample.

It comes as an ideal tool for this project as identifying drivers of the price of a property is directly one of the goals, as well as being a very useful insight into the fabric of the market.

# Methodology

## Collecting data

Data is around us, we just have to aggregate and use it. Web scraping is a form of automated aggregation of data from the web. It has become increasingly important in real estate for aggregating offers from multiple websites, forecasting, monitoring competition and reacting to trends[[6]](#footnote-5)

For the purpose of this project, it will be collected from the site [bolha.com/nepremicnine](https://www.bolha.com/nepremicnine), through the process known as web scraping, performed in Python using Selenium and BeautifulSoup4 libraries. It will be then manipulated and stored as Pandas data frame for the ease of use in the following phases. Given the nature of user-generated ads and the inconsistent information available, preprocessing will be necessary to prepare a useful dataset. It will include imputing missing values and manipulation of entries to prepare numeric or categorical features.

## Exploratory Data Analysis

Importance of intuition cannot be overlooked when designing and interpreting a machine learning model. Using Matplotlib and Seaborn, relationships between features will be visualized to gain the first insights.

## The Model

In the case of this paper, finding a model that has the most predictive power is desired, as in so many cases. Using various implementations of decision trees, ranging in complexity from a simple decision tree and RandomForest to LightGBM and XGBoost, each of those models will be optimized and then compared with the rest, to determine the absolute best.

## Testing and Evaluation

Models will be evaluated through root mean square logarithmic error (RMSLE[[7]](#footnote-6)) method. This method is selected to avoid bias towards the more expensive properties.

## Interpretation

A great model is worthless without anyone to interpret it. In this case, SHAP[[8]](#footnote-7) library provides a great tool for determining the relationship between features and their interaction. Based on the outstanding visualizations and its explanatory power, I intend to use it as the main tool in the final phase of the project. It will also enable visualization of key price drivers.

After gaining in-depth insight into the real estate market, the final goal remains, to provide advice on whether to buy or rent. For that, a program will be developed that given parameters such as interest rate of the mortgage calculates the return period of buying instead of renting at rent equivalent mortgage payments.

# Expected Outcomes

I expect that the research process as described above will provide the following outcomes:

* Insight into the real estate market by understanding the drivers of the price of properties (for both; houses and flats).
* Using the models predictive property to assess how well the price of new listings reflect the underlying value given the current situation.
* Evaluate the options of renting or buying based on the currently available possibilities.
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